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Abstract 

          Data mining is an advanced technology that involves extracting valuable information from large datasets. This paper 

explores the application of data mining techniques in the medical sector, specifically focusing on the diagnosis of cardiac 

diseases through the analysis of extensive datasets. The study aims to identify significant patterns and information that can 

enhance clinical diagnostics. A novel naïve ensemble decision classifier is developed to forecast risk variables associated 

with heart disease. Additionally, the research utilizes the Authorized Cipher Text Encryption Standard (ACTES) method to 

ensure secure data transmission. The experimentation and testing are conducted using the Python programming language. 

The findings demonstrate the efficacy of the proposed diagnostic approach in predicting risk factors related to 

cardiovascular illnesses, thus highlighting its potential implications for improving medical diagnostics and data security. 
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Introduction 

Data mining is a crucial technology in modern healthcare, enabling the extraction of valuable 

insights from vast datasets [1]. The healthcare industry is inundated with extensive data encompassing 

patient records, diagnoses, and treatment information [2]. Despite the voluminous data generated by 

hospital its potential for informing therapeutic decisions remains largely untapped [3]. Recognizing 

this gap, hospitals are increasingly turning to Information Management System (IMS) for efficient data 

management. These systems generate a substantial amount of data, which is conveyed via charts, 

statistics, text, and graphics. However, this kind of data is seldom used to make therapeutic decisions 

[4].  

 

This study focuses on the diagnosis of cardiac disease, a critical area where data-driven insights 

can significantly improve patient outcomes. Various data mining approaches have been explored to 

diagnose cardiac conditions and predict probabilities of disease occurrence [5] However, the diversity 
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in predictive systems and methodologies poses challenges for healthcare institutions aiming to provide 

high-quality services at reasonable costs [6]. 

 

Various data mining methods have been employed to diagnose conditions and assess 

probabilities, with different systems proposed for predicting cardiac disease [7]. The healthcare sector 

grapples with the challenge of delivering high-quality services affordably, necessitating accurate 

diagnoses and proper medication dosages to avoid unfavorable outcomes. Computer-generated data 

and decision support systems (DSS) offer cost-saving solutions [8]. 

 

To address these challenges, this research proposes the use of a novel ensemble decision 

classifier for predicting heart disease [9]. Additionally, data security is paramount in healthcare, and 

the study incorporates the use of the Authorized Cipher Text Encryption Standard (ACTES) to 

safeguard sensitive patient information [10]. Hence, the major contribution of the paper are as follows:  

1. To develop a flexible and secure classifier for accurate heart disease identification 

2. To enhance data security through the implementation of  the ACTES algorithm  

 

The structure of this paper is as follows: the next section reviews relevant literature, followed 

by a detailed explanation of the methodology employed in this study. Subsequently, the findings are 

presented, analyzed, and discussed, leading to conclusions and implications for future research.  

 

Related Works 

Kaan Uyar et.al. proposed RFNN (recurrent fuzzy neural networks) and Genetic algorithms as 

computational tools for analyzing cardiac illnesses. The study included 297 patient data instances, with 

45 used for testing and 252 for training. The testing phase yielded an accuracy rate of 97.78%. This 

heart disease dataset proved valuable for conducting thorough investigations. The study calculated 

several parameters such as accuracy, RMSE (root mean square error), misclassification error rate, 

specificity, sensitivity, precision, and F-score. The inclusion of specific metrics like accuracy and error 

rates provided a quantitative assessment of the proposed approach's effectiveness. However, further 

discussion could delve into the limitations of using computational models alone versus combined 

expertise from medical specialists in diagnosis and treatment decisions [11].  

 

Anuradha Lamgunde et.al. proposed using a genetic algorithm alongside the backpropagation 

technique as an efficient method for predicting cardiac disease. The study utilized a variety of input 
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characteristics to analyze the system's capability to predict heart disease. The approach involved a total 

of 13 medical variables, including gender, blood pressure, and cholesterol, to estimate the likelihood 

of a patient developing heart disease. The use of multiple medical variables demonstrates a 

comprehensive approach to assessing the risk of heart disease. However, further discussion could 

include insights into the accuracy and reliability of the predictive model compared to other existing 

methods, as well as potential limitations or areas for future research [12]. 

 

Theresa Princy and her colleagues conducted a study on various categorization approaches 

aimed at accurately identifying risk factors in individuals based on characteristics like gender, age, 

blood pressure, cholesterol, and pulse rate. They employed diverse data mining classification methods 

such as NB-Naïve Bayes, Decision Tree Algorithm, KNN, and NN-Neural Network to classify 

patients' risk levels. This comprehensive consideration of multiple factors led to a high level of 

accuracy in determining the risk level [13]. 

 

S. Indhumathi and colleagues suggested using the Naïve Bayes algorithm to predict the 

increased likelihood of cardiovascular illness in patients. They utilized pre-processed data for the 

training set, following the main steps of data mining, which are classification and prediction. In the 

classification step, they conducted pre-processing activities like data cleansing, normalization, and 

data reduction. The prediction phase involved categorizing and forecasting types of illnesses. As a 

result, the training set included illness types, while the testing set was created using questions. The 

output generated was then sent to doctors or experts [14]. 

 

In their study, S. Dangare et al. described the structure and functioning of a system's layers, 

particularly in the context of using the backpropagation algorithm. The description of the input, hidden, 

and output layers, along with the backpropagation process, is clear and straightforward. Input data is 

fed into the input layer, and the output layer generates the resulting output. They then compared the 

actual output with the predicted output. The backpropagation algorithm was used to calculate errors 

and adjust weights between the output and preceding hidden layers. Once the backpropagation process 

concluded, the forward procedure started and continued until the error was minimized [15] 

 

K. Pramanik et al. proposed a Hybrid Algorithm that combined the ID3 and KNN algorithms 

to forecast cardiac disease. The data was pre-processed with the KNN algorithm. This pre-processed 
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data formed the training set and was organized using a tree structure. The ID3 method predicted cardiac 

disease through a classifier, while the KNN Algorithm classified inaccurate values [16].  

 

Rishabh Saxena and colleagues asserted that cardiovascular disorders had become increasingly 

prevalent in modern society. They utilized the Cleveland Heart Disease Dataset (HDD) to explore 

complexities and analyze individuals' heart disease-related conditions efficiently. Cardiovascular 

Disease (CVD) encompasses a range of medical conditions affecting the heart. The dataset comprised 

medical test results from 303 angiography patients at the Cleveland Clinic in Ohio. This dataset was 

also applied to 425 patients at the Hungarian Institute of Cardiology in Budapest, Hungary, with a 

frequency of 38% [17]. 

 

Ashok Kumar Dwivedi introduced a notable model that efficiently detected the presence of 

heart disease in a large number of samples. The study evaluated the effectiveness of six machine 

learning algorithms in predicting cardiac disease. The performance of these approaches was measured 

using eight different classification performance metrics. The assessment was conducted using the 

receiver operating characteristic curve. By employing logistic regression, the model achieved a 

classification accuracy of 85%, with a sensitivity of 89% and a specificity of 81% [18]. 

 

Animesh Hazra et.al. argued that the healthcare industry generated a substantial amount of data 

daily, much of which remained unexamined and underutilized. They noted a lack of adequate methods 

for extracting meaningful information from this data for tasks like clinical illness detection. The 

objective of their study was to review existing research on predicting cardiac disease using data mining 

methods. Their aim was to analyze a combination of mining algorithms and determine the most 

successful technique(s) [19]. 

 

Ashish Chhabbi et al. conducted research on different data mining methods to uncover and 

analyze hidden patterns in databases. These methods could prove beneficial in tackling challenging 

questions regarding the prediction of cardiac disease. Data was gathered from the UCI repository, and 

the study implemented the Naive Bayes and enhanced k-means algorithm. The results revealed that 

the advanced k-means algorithm achieved greater accuracy compared to the standard k-means method, 

which relied on a predetermined number of clusters [20]. 
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Kamal Kant and his colleagues suggested a heart disease prediction model using the Naïve 

Bayes data mining method. This method is a statistical classifier that assumes properties are 

independent of each other. To determine the class, the posterior probability needs to be notably 

increased. In terms of predicting illness and real-time expert systems, the Naïve Bayes classifier shows 

strong performance and efficiency. Additionally, the study also employed Neural Networks and 

Decision trees [21]. 

 

Sharan Monica L et.al conducted a study on knowledge discovery in databases (KDD) using 

mining techniques such as J48, NB Tree, and basic CART. Their goal was to accurately predict heart 

disease using the fewest variables in the WEKA tool. J48, based on the open-source C4.5 algorithm, 

collects information to make judgments. The Naive Bayes (NB) classifier constructs models for 

continuous datasets based on predictive abilities. CART (Classification and Regression Trees) can 

swiftly predict important data connections. These methods were implemented using the WEKA 

software. CART achieved a precision rate of 92.2%, while J48 was the most efficient, completing in 

just 0.08 seconds [22]. 

 

Sumitra Sangwan and her colleagues developed a hybrid algorithm that merges the k-means 

and A-priori algorithms to efficiently extract large amounts of data and derive valuable information. 

Initially, the k-means clustering method is used for the clustering process. Next, the A-priori technique 

identifies frequent item-sets and extracts frequent term-sets for Boolean association rules. This 

approach employs a "bottom-up" strategy, systematically increasing frequent subgroups by adding one 

item at a time and then testing them against the entire dataset. The results indicate that combining 

clustering with A-priori significantly enhances heart disease prediction capability [23]. 

 

Rishi Dubey et.al conducted a study on predicting heart disease using different data mining 

methods. Several research studies have demonstrated that hybrid approaches outperform individual 

classification techniques in terms of accuracy. It has been observed that neural networks are highly 

effective in prediction tasks. The system achieves reliable results when trained well using genetic 

algorithms. Additionally, patients may soon have access to targeted therapy options, going beyond 

merely predicting the risk of developing heart disease in individuals [24]. 

 

Monika Gandhi et.al conducted research to explore how data mining approaches can effectively 

uncover hidden patterns in large datasets. The study aimed to assess how combining these techniques 
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with other methods could help healthcare organizations make informed decisions. Data mining 

classification methods, including decision trees, neural networks, and Naive Bayes, were utilized to 

discover, extract, and categorize data [25].  

 

Problem Statement 

The rising prevalence of cardiovascular disease presents a critical challenge for healthcare 

systems globally. Timely and accurate identification of patients at risk is paramount, yet current 

diagnostic methods may be prone to errors and financial burdens for patients. In this context, there is 

a need for a cost-effective and reliable predictive model that utilizes the Naïve Ensemble Decision 

Classifier to enhance early detection and management of heart disease, thereby addressing key 

challenges faced by healthcare providers and patients alike. 

 

Proposed Work 

This study aims to develop a robust prediction model for heart disease using measurements 

obtained from physical examinations. To enhance both prediction accuracy and data security during 

transmission, we employ the Naïve Ensemble Decision Classifier for accurate prediction and the 

Authorized Cypher Text Encryption Standard to ensure secure data transmission. By leveraging these 

methods, we aim to create a reliable and secure prediction model that can assist healthcare providers 

in early detection and management of heart disease. 

 

Figure 1 Schematic representation of the suggested methodology 

 

a. Dataset 

The UCI dataset is used to collect medical data from people diagnosed with cardiac problems. 

CAD-related concerns are often evaluated and documented for angiography. The patient's attributes 
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are being collected, including demographic information, medical history, and laboratory data. These 

attributes encompass sex, age, presence of hypertension, smoking history, diabetes mellitus, type of 

chest pain, dyslipidemia, random blood sugar levels, levels of low and high density lipoprotein 

cholesterol, triglycerides, systolic and diastolic blood pressure, weight, height, BMI (body mass 

index), central obesity, waist circumference, ankle-brachial index, duration of exercise, METS 

obtained, rate pressure product, recovery duration with persistent ST changes, results of the Duke 

treadmill test, and angiography findings.  

 

b. Preprocessing 

Feature selection is a crucial concept for enhancing the performance of the model. By selecting 

the most salient attributes, it aids in reducing overfitting, enhancing accuracy, and reducing training 

duration. In order to choose the top 25 important attributes for prediction in both datasets we used the 

information gain ratio. This ratio is calculated by dividing the information gain by the intrinsic 

information. An increased ratio of a certain attribute might be advantageous in distinguishing between 

secure and hazardous software. Only features with an information gain of 0.5 or 0.85 were included in 

the dataset. 

 

Categorising the features of a dataset is the first stage in feature engineering. Vectors are 

created from the categorised datasets. We used the 'Label Encoding' technique to transform the 

category data into vectors, however there are other viable options, such as the 'One Hot Encoding' 

approach.  

 

c. Prediction 

The Naive Ensemble Decision Classifier (NEDC) is a basic probabilistic classifier that relies 

on the Bayesian theorem. It assumes strong independence between two class features, regardless of 

whether one is present or not. NEDC classifiers perform well in supervised learning scenarios. They 

are based on conditional independence, meaning the value of one variable for a given class is not 

influenced by other variables. NEDC works best with inputs that have many dimensions. Using Naïve 

Bayesian techniques, NEDC can help create predictive models. 

 

Step 1: With each record represented by an n-dimensional attribute vector and D standing for the 

training set, this would imply X = (x1, x2 … , xn), predicting n measurements from n attributes (say A1 

to An.) 
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Step 2: Consider 𝑚 no: of classes for prediction (say C1, C2 … … . Cm ) By Bayes' theorem: 

P(Ci ∣ X) =
P(X∣Ci)∗P(Ci)

𝑃(𝑋)
                                                           (1) 

 

Step 3: Since 𝑃(𝑋) being a constant for every class, hence 𝑃(𝑋 ∣ 𝐶𝑖)
∗ P(Ci) must be maximized. 

 

Step 4: Thereafter class conditional independence is presumed. Thus, 

P(X ∣ Ci) = P(x1 ∣ Ci) ∗ P(x2 ∣ Ci) … … P(xm ∣ Ci)               (2) 

 

Step 5: For predicting class of 𝑋, 𝑃(𝑋 ∣ 𝐶𝑖)𝑃(𝐶𝑖) is computed for every class Ci. 

The suggested classifier predict that disease class label of 𝑋 = 𝐶𝑖 class if 

P(X ∣ Ci)P(Ci) > P(X ∣ Cj)P(Cj)

 for 1 ≤ j ≤ m, j ≠ i
                                             (3) 

 

d. Data security 

In this case, we assume that the ACTES method of random selection was followed consistently. 

Equation (1.14), which accepts a seed as input, produces cypher text by encoding it using the starting 

key and secret key in a conventional way. 

 

The cryptographic hash function is denoted by "F", the encrypted seed is denoted as "signifies", 

and a random string is represented by the symbol "ρ". The last stage in deciphering ciphertext from a 

seed and an encrypted seed is described by the equation. 

𝛿̂ = 𝐹(𝑞, 𝑔)                                                                (4) 

"Here 𝛿̂ ", 𝑌(𝑄𝑛) = (𝛿̂ ⊕ 𝛿) + 𝑔𝑠(5)                                  Herein, 𝑌(𝑄𝑛) signify the DP 𝑄𝑛 encoded 

communication. Some parts of an encrypted message, such as the seed, initial key, secret key, random 

string, and so on, can only be deciphered by authorized persons on the transmission side. The initial 

data may be securely restored using the encrypted seed, protected random string, beginning key, and 

secret key. 

linear encryt𝑙 (𝐼, 𝐽) = 𝑖𝑝𝑗 + 𝑎.                                   (6) 

If 𝑖, 𝑗 are still the linear internal data components, while (𝑎) is a constant 

quad𝑙  (𝐼, 𝐽) = 1 −
∥𝑖−𝑗∥2

∥𝑖−𝑗∥2+𝑎
.                                           (7) 

If 𝑖, 𝑗 is the given input variables of a polynomial crypted kernel function 

poly𝑙  (𝐼, 𝐽) = (𝜆𝑖𝑝𝑗 + 𝑎)𝑑, 𝜆 > 0,

sig𝑙  (𝐼, 𝐽) = tang (𝜆𝑖𝑝𝑗 + 𝑎), 𝜆 > 0.
                                       (8) 
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It has been believed that improving data encryption should primarily focus on the kernel's 

singularity. A radial basis function kernel is required to convert the feature difference into a 

multidimensional discrepancy if it is always visible.  

The last stage prior to data transmission is encryption. 

 

Performance Analysis 

The tests were conducted on an HP ELITEBOOK 64-bit Windows 10 Education laptop using 

a number of libraries, including Pandas, Numpy, Matplotlib, sklearn, and Keras. The laptop had a 

Python-written random-access memory (RAM) and an Intel(R) Core(TM) i5-8350U central processing 

unit (CPU). 

 

For the purpose of assessing a model's efficacy in cardiac disease detection applications, 

provides a variety of well-known performance matrices. Figure 2 displayed the overall results of the 

 

Figure 2 simulation output 

In order to demonstrate the efficacy of the proposed technique, the widely used machine 

learning methodology was employed. These criteria are used to establish these performance metrics.: 

• 𝑡𝑝 = true positive 

• 𝑡𝑛 = true negative 

• 𝑓𝑝 = false positive 

• 𝑓𝑛 = false negative 

•  𝑝 = total positive = 𝑡𝑝 + 𝑓𝑛 

•  𝑛 = total negative = 𝑡𝑛 + 𝑓𝑝 
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Accuracy is defined as the degree to which a model correctly identifies illness and non-disease 

classifications: 

 Accuracy =
𝑡_𝑝+𝑡_𝑛

𝑝+𝑛
            

 

Figure 3 Accuracy prediction 

The overall accuracy of the suggested and the existing mechanism was illustrated in figure 3.  

 

 

Figure 4 Error prediction 

The overall error rate of the suggested and the existing mechanism was illustrated in figure 3.  

 

Table 1 Security level analysis 

Security level (%) 

“File size (mb) DES [26] RSA [27] AES [28] Proposed 

20 78.0 77.23 73.0 85.0 

40 80.0 85.0 76.0 90.0 

60 83.0 88.0 80.0 92.0 

80 85.0 80.0 79.0 98.0 

100 90.0 90.0 85.0 96.0” 
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In Table 1 we can see a thorough comparison of the various encoding systems and the level of 

security they provide. With success rates of 78%, 77.23%, and 73%, respectively, DES, RSA, and AES 

provide the most strong security mechanisms for a 20 MB file. Data sizes 40–100 GB also receive a 

thorough review of security measures. In the graph up there, you can see how the proposed technique 

outperforms the state-of-the-art encryption methods. 

The results demonstrate that the suggested method is both accurate and error-free, making it an 

adequate safeguard for the confidentiality and integrity of encrypted data transmissions. 

 

Conclusion  

 The primary goal of this study is to develop a method for predicting the occurrence of 

cardiovascular disease that integrates the NED classification strategy with the AETES algorithm. It 

has been shown that the proposed method outperforms the current approach in terms of accuracy, with 

a yield of 90.77 percent accuracy even after decreasing the characteristics. Evaluations of AETES's 

security performance show that it outperforms DES, RSA, and AES. To make sure that application-

based research on heart disease prevention doesn't fall completely behind technological advancements, 

a research process overhaul to cut down on delays is necessary. The primary goal of this study is to 

develop a method for predicting the occurrence of cardiovascular disease that integrates the NED 

classification strategy with the AETES algorithm. It has been shown that the proposed method 

outperforms the current approach in terms of accuracy, with a yield of 90.77 percent accuracy even 

after decreasing the characteristics. Evaluations of AETES's security performance show that it 

outperforms DES, RSA, and AES. To make sure that application-based research on heart disease 

prevention doesn't fall completely behind technological advancements, a research process overhaul to 

cut down on delays is necessary. 
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